
Qualitative Results on EgoProceL. Here GPL has the best results this highlights the effectiveness of the
proposed UnityGraph framework for procedure learning.
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What is Procedure Learning? Graph-based Procedure Learning (GPL) Framework

Results and Analysis

Given a few task’s videos, the aim is to identify the key-steps required to perform the task.

Qualitative Results for MECCANO and PC Assembly
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List of Key-steps

Key-step 1 Key-step 2

Key-step 3UnityGraph

Filtering background
frames and clustering

Updating embeddings 
using Node2Vec

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 Key-step 4

Legend:
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Spatial Edge  
(Inter-videos)

Highlighting a portion of
UnityGraph

● From multiple videos of the same task, we create UnityGraph.
● Using the Node2Vec algorithm, we exploit the structure of UnityGraph to enhance the node embeddings in
an unsupervised manner.

● We cluster the embeddings using KMeans and filter the background frames to obtain the key-steps.

Temporal edge facilitate  
intra-video context

Spatial edges facilitate
inter-videos context

Node represent a clip  
from the video

● UnityGraph facilitates procedure learning by creating a unified representation of an
arbitrary number of videos from the same category.

● The nodes represent a clip from the video. Further, the temporal edges connect temporally
close frames, allowing intra-video context, whereas the spatial edges connect semantically
similar frames across the videos, enabling inter-videos context.


