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• 62 hours of videos
• 130 subjects
• 17 maximum key-steps
• 0.38 avg. foreground ratio

● TC3I loss is used to train the Network.
● Similar embeddings are learned for the

corresponding key-steps across multiple
videos and temporally close frames.

● PCM localizes the key-steps by converting
the clustering problem to a multi-label
graph cut problem.

● Output is the key-steps and their ordering.

16 
Tasks

Assemble 
a Tent

Assemble 
a Toy Bike

Multiple 
Cooking 
Activities

Key-step annotations in EgoProceL for making turkey sandwich and 
assembling a PC.

Given a few task’s videos, the aim is to identify the key-steps required to perform the task.

Assemble/ 
Disassemble 

a PC

Qualitative Results for MECCANO and PC Assembly

👈 Download EgoProceL, 
Code, and Models
sid2697.github.io/egoprocel

Monitoring Procedures.
Enabling identifying missing or
wrong steps.

Guidance Systems. Identify the
current step and show the next
step to perform the task.

Automated Systems. Learn
autonomously the key-steps for
performing a task by observing
the task being performed.

Chop vegetables Take bread Add turke\ Add vegetables Add cheese Garnish

Fi[ Motherboard Fi[ CPU Fi[ CPU FanFi[ Hard Disk

Fi[ RAMFi[ SMPS

Fi[ Cabinet Fan

Plug the WiresPlace the cabinet cover

MECCANO Bike Assembl\
Ground 
Truth

Random

TC3I + HC

TC3I + SS

CnC

PC Assembl\

Screw "red four perforated bar", "grey  
perforated bar",¬and "white angled 

perforated bar"

Screw "red angled perforated bar" with  
"grey angled perforated bar" in the  

"partial model"

Fix motherboard Fix Harddisk Fix CPU Fan Fix SMPSScrew "red perforated bar" 
with the "partial model"

KH\-VWHS
5

KH\-VWHS
4

KH\-VWHS 
3

KH\-VWHS 
2

KH\-VWHS
1

Embedder 
NeWZork

Embedding Space learned Xsing 
TC3I Loss

ProCXW ModXle (PCM)
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

Ke\-sWep 1 Ke\-sWep 2

Ke\-sWep 3

 
 
 
 
 

PXll

 
 
 
 
 

 
 
 
 
  

 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

PXsh

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

PXll

Ranked LisW of Ke\-sWeps
1 Ke\-sWep 1 Ke\-sWep 2 Ke\-sWep 3

Ke\-sWep 1Ke\-sWep 22

Rank

Ke\-sWep 3

Potential Applications

Place bUead on
a SlaWe

ASSl\ SeanXW
bXWWeU

ASSl\ jam PUeVV Whe VliceV
WogeWheU

12 S. Bansal et al.

Table 3. Procedure Learning Results obtained on EgoProceL. Here, CnC performs
the best, highlighting the e↵ectiveness of the TC3I loss and PCM

EgoProceL

CMU-MMAC EGTEA G. MECCANO EPIC-Tents PC Assembly PC Disas.

F1 IoU F1 IoU F1 IoU F1 IoU F1 IoU F1 IoU

Random 15.7 5.9 15.3 4.6 13.4 5.3 14.1 6.5 15.1 7.2 15.3 7.1
TC3I + HC 19.2 9.0 20.8 7.9 16.6 8.0 15.4 7.8 21.7 11.0 24.9 14.1
TC3I + SS 19.7 8.9 20.4 7.9 16.3 7.8 15.9 7.8 24.8 11.9 23.6 14.0
CnC 22.7 11.1 21.7 9.5 18.1 7.8 17.2 8.3 25.1 12.8 27.0 14.8
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Fig. 5. Qualitative results for MECCANO and PC Assembly highlight the e↵ective-
ness of CnC. Additionally, PCM outperforms HC and SS when clustering the key-steps.
Furthermore, due to the TC3I loss, CnC correctly identifies the key-steps that are short
(fix a hard disk in PC Assembly). The gray segments denote the background.

Table 3 summarises the results obtained on EgoProceL using the baselines
and proposed CnC. CnC performs higher than all the three baselines. This is due
to (a) the ability of the TC3I loss to learn the representation space where similar
key-steps lie close without enforcing any ordering or temporal constraints. More-
over, TC3I adds temporal coherency to the learned representations by adopting
the C-IDM loss [27] (Figure 5). (b) PCM gains a comprehensive view of the
problem by considering the cost of assigning each frame belonging to every key-
step and its temporal relationship with the other frames. CnC performs better
on long sequences as the TC3I loss compensates by searching for corresponding
frames in the entire length of the videos, making it possible to learn a reason-
able representation space despite the length of the videos. Further, the results
in Table 3 show that PCM is superior for key-frame clustering and assignment
along with TC3I as it results in the highest F-Score and IoU on EgoProceL. The
gain in performance is because PCM considers the cost of assigning each frame
to every key-step and its temporal relationship with the other frames (Figure 5).
This allows PCM to gain a comprehensive view of the problem compared to HC,
which does not consider the cost of each frame belonging to other key-steps and
SS, which has lower generalisation power [18].

https://sid2697.github.io/egoprocel/

